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We investigate the effect of Dzyaloshinskii-Moriya interactions on the low-temperature magnetic suscepti-
bility for a system whose low energy physics is dominated by short-range valence bonds �singlets�. Our general
perturbative approach is applied to specific models expected to be in this class, including the Shastry-
Sutherland model of the spin-dimer compound SrCu2�BO3�2 and the antiferromagnetic Heisenberg model of
the recently discovered S=1 /2 kagomé compound ZnCu3�OH�6Cl2. The central result is that a short-ranged
valence-bond phase, when perturbed with Dzyaloshinskii-Moriya interactions, will remain time-reversal sym-
metric in the absence of a magnetic field but the susceptibility will be nonzero in the T→0 limit. Applied to
ZnCu3�OH�6Cl2, this model provides an avenue for reconciling experimental results, such as the lack of
magnetic order and lack of any sign of a spin gap, with known theoretical facts about the kagomé Heisenberg
antiferromagnet.
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I. INTRODUCTION

A question at the heart of frustrated magnetism is what
happens to an antiferromagnet when conventional magnetic
states, such as the Néel state, are destabilized by frustrating
interactions or geometry. Classically, a system commonly
finds itself in a degenerate manifold of configurations which
share a local constraint and whose size grows exponentially
with the system.1 For quantum spins, this would violate the
third law of thermodynamics. Instead, it has been suggested
that the system will enter one of a number of exotic nonmag-
netic phases,2–4 with orders that do not have classical ana-
logs. While some of these exotic quantum phases have now
been seen in toy models,5–10 settling the question of their
existence as a matter of principle, an unambiguous experi-
mental observation of such phases in actual materials is still
lacking. Therefore, the issue of what experimental signatures
are indicative or at least suggestive of such phases is a ques-
tion of considerable interest. The most basic feature is the
absence of magnetic order even when the temperature is
much lower than the antiferromagnetic coupling J.

Within a nonmagnetic phase, one may visualize the sys-
tem wave function as a superposition of valence-bond states,
i.e., states where every spin is paired with another spin to
form a singlet or valence bond. The valence-bond states form
a highly overcomplete basis for the S=0 subspace11 so the
representation need not be unique. However, it is convenient
to distinguish between phases in which the wave function
can be expressed mainly in terms of short-range valence-
bond states,12 where the singlet pairing is always between
nearby spins, and phases where the description always in-
volves important contributions from valence bonds of all
lengths. In the latter case, the most famous example of which
is the original formulation of the resonating valence bond
�RVB� liquid,2,13 the spin-spin correlation decays algebra-
ically and the magnetic excitations are gapless. In the former
case, which includes the valence-bond solids3 and the short-
range Z2 and U�1� RVB liquids,7,14 spin-spin correlations
decay exponentially. While, in principle, the short-ranged na-
ture of equal-time correlations does not necessarily imply a

spectral gap15 �and hence it might be possible to conceive of
a phase with exponential spin-spin correlations and gapless
magnetic excitations�, the most familiar examples of short-
range valence-bond phases, including the three just men-
tioned, have a spin gap. The intuition for this is that an el-
ementary magnetic excitation can be viewed as “breaking” a
valence bond by replacing it with a triplet �or a pair of S
=1 /2 “spinons”�, which costs an energy of order J if the
bond is between nearby spins but a vanishingly small amount
if the bond is very long. An experimental consequence of
having a spin gap � is that the magnetic susceptibility should
vanish exponentially at low temperatures: ��e−�/T.

These issues have gained additional prominence in light
of recent experiments probing the magnetic properties of the
recently discovered compound ZnCu3�OH�6Cl2, also known
as herbertsmithite. In this material, the magnetic properties
are determined by the S=1 /2 copper ions which arrange
themselves in nearly perfect widely separated kagomé
planes.16 Measurements of the powder magnetic susceptibil-
ity at high temperatures, when fitted to a Curie-Weiss law,
reveal an antiferromagnetic exchange constant J�200 K.17

A variety of different measurements17–20 confirm that the ma-
terial shows no evidence of magnetic order down to tempera-
tures as low as 50 mK�10−4J, which suggests a nonmag-
netic ground state.

The simplest model consistent with these facts is the two-
dimensional S=1 /2 kagomé Heisenberg antiferromagnet
�KHAF�. Indeed, while less is known about the KHAF than
its counterparts on other lattices, such as the triangular,21 it is
widely believed that its ground state is nonmagnetic.22 Exact
diagonalization studies indicate a small spin gap23 ��J /20
and below this scale, the spectrum shows a large number of
singlet states, the number growing exponentially with system
size.24 These facts suggest a picture where the low energy
physics of the KHAF, and hence ZnCu3�OH�6Cl2, is domi-
nated by short-range valence bonds and valence-bond solids
are, in fact, among the proposed ground states.25–27

However, the coherence of this perspective is disturbed by
the puzzling fact that the material shows no sign of a spin
gap and the powder magnetic susceptibility does not go to
zero as T→0. While the original experiments,17 in fact,
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showed the susceptibility continuing to increase even at tem-
peratures small compared to J /20, subsequent experiments
have suggested that the susceptibility might eventually
saturate18 or perhaps decrease before eventually saturating at
a nonzero value.28

A number of proposals have been made to resolve this
discrepancy including suggestions that the KHAF ground
state may actually be a gapless liquid state involving long-
range valence bonds,29 the gaplessness is a disorder effect
involving magnetic defects30 and/or nonmagnetic
impurities,30,31 the true spin Hamiltonian of the material is
closer to an Ising model,32 and that Dzyaloshinskii-Moriya
�DM� interactions play an important role.33,34 In this paper,
we focus on this last idea but will comment on the other
suggestions further below.

Microscopically, the DM interaction between spins arises
due to the spin-orbit coupling. Originally proposed on the
basis of symmetry,35,36 it can be derived microscopically as a
linear �in the spin-orbit coupling� correction to the standard
superexchange mechanism.37 The interaction has the form

HDM = �
�ij�

HDM
�ij� = �

�ij�
Dij · �Si � S j� , �1�

where the sum is over pairs of spins on a lattice. As with the
Heisenberg interaction, the dominant contribution comes
from the pairs of nearest neighbors to which the sum is com-
monly restricted. Because the interaction is antisymmetric,
we also need to choose a convention for how the pair �ij� is
oriented, i.e., whether it appears in the Hamiltonian as Si
�S j or as S j �Si �see Fig. 1�. Equation �1� can be viewed
more formally as the antisymmetric part of the most general
bilinear interaction between spins.39

The vectors �Dij	 are constrained by crystal symmetries to
follow certain rules. One rule is that if spins i and j both lie
in a mirror plane of the lattice, then Dij must be perpendicu-
lar to this plane. For a literally two-dimensional crystal em-

bedded in three dimensions, the lattice itself is a mirror plane
so only the out-of-plane component Dz will be present. How-
ever, in ZnCu3�OH�6Cl2, this symmetry is broken by the
�OH� groups which mediate the superexchange between Cu
ions, so the in-plane component Dp will also be present. An-
other rule is that Dij =0 if the midpoint of the line connecting
spins i and j is a center of inversion. For the square and
triangular lattices, the midpoint of every such line is a center
of inversion so for perfect lattices, DM will not be present.
However, the midpoints of the bonds forming a kagomé lat-
tice are not centers of inversion38 so a DM interaction be-
tween nearest-neighbor spins can exist. The relations be-
tween different Dij’s are determined by the requirement that
Dij transforms like a vector under a symmetry operation. For
the kagomé lattice, these relations are summarized in Fig. 1.

The suggestion of DM coupling as a means of reconciling
the presence of a spin gap in the KHAF with its apparent
absence in the real material was first explored by Rigol and
Singh in Refs. 33 and 34. The authors noted that the DM
coupling would mix the singlet and triplet sectors so total
spin is no longer a good quantum number. Instead, the
ground state will contain S=1 components which contribute
to a nonzero susceptibility at T=0. The authors studied the
KHAF augmented by the nearest-neighbor DM interaction
given by Eq. �1�. Fitting their results to the experiment, they
estimated the values of 
Dp
 and 
Dz
 to be �0.2J–0.3J and
�0.1J, respectively. However, they also pointed out that the
numerical techniques used in their study were most reliable
at temperatures larger than 0.3J. On the other hand, one may
argue that the observed susceptibility behaves truly “anoma-
lously” only at temperatures smaller than the putative spin
gap since only at these temperatures do we expect � to start
decreasing due to singlet formation. For the KHAF, such an
energy scale is �J /20.23 Therefore, as Rigol and Singh noted
in their conclusion, a theory taking into account DM interac-
tions in the low-temperature regime is much needed.

In this paper, we are attempting to fill this gap by studying
HDM at the T=0 limit, which emphasizes the quantum nature
of the system. Our main conclusion is that the picture of
ZnCu3�OH�6Cl2 having a low-temperature phase dominated
by short-range valence bonds can be reconciled with the sus-
ceptibility measurements if we include the effect of a pertur-
batively small DM interaction.

Our approach is not specific to the kagomé lattice and we
begin in Sec. II by discussing an analytical method for cal-
culating the susceptibility of a valence-bond system in the
presence of weak DM interactions on an arbitrary lattice pro-
vided that the unperturbed Hamiltonian satisfies certain as-
sumptions. The assumptions we require are �1� the unper-
turbed Hamiltonian has a narrow band of low energy short-
range valence-bond states separated from magnetic states by
a spin gap, �2� that HDM connects this narrow S=0 band to a
narrow band of S=1 magnetic states, and �3� that the unper-
turbed Hamiltonian conserves the total spin. For such mod-
els, we show that the DM interaction leads to a nonzero
value of the zero-temperature susceptibility.

Then, in Sec. III, we apply our approach to a model of the
spin-dimer compound SrCu2�BO3�2, which lives on a
Shastry-Sutherland lattice. The reason for considering this
model first is that the assumptions and approximations of

(a) (b)

x

y

z

FIG. 1. �Color online� The relations between the directions of
the �a� out-of-plane and �b� in-plane components of the DM vectors
for nearest-neighbor interactions in the kagomé lattice are summa-
rized. The directions are determined not only by the physical re-
quirement that HDM preserves the symmetries of the lattice but also
by the convention of how we orient the links as they appear in the
Hamiltonian. The figure uses the convention in Ref. 34 where the
DM interaction on the link �ij� appears in the Hamiltonian with the
lower spin or, on horizontal links, the left spin, being the first mem-
ber of the cross product. A different choice, which is sometimes
convenient, is where the links are oriented clockwise around each
triangle �Ref. 38�. In this convention, all of the Dz’s come with the
same sign.
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Sec. II hold exactly there. Then, in Sec. IV, we consider a
generalized Klein model on the checkerboard lattice.10,40 In
this case, we have a Hamiltonian whose ground states are
known to be short-range valence-bond states, whose spec-
trum has approximately the form we assume, and for which
the overlap expansion is believed to converge fairly well.
This will provide a level of confirmation that our methods
can yield a correct order of magnitude in a “real” problem. In
Sec. V, we return to the kagomé lattice and ZnCu3�OH�6Cl2.
In Sec. VI, we discuss our results in light of recent numerical
work, other experiments, and alternative theoretical view-
points.

II. MODEL AND FORMALISM

In this section, we calculate the effect of a small DM
interaction on the low-temperature powder susceptibility of a
lattice spin system whose low energy properties are deter-
mined by short-range valence bonds. Our calculation applies
for a system that satisfies a few rather general assumptions,
which will be stated at the beginning of Sec. II B. For sim-
plicity, we concentrate on the case where the valence bonds
are always between nearest-neighbor spins but the argument
is more general. We begin by discussing some technical as-
pects of working in a �nearest-neighbor� valence-bond basis.

A. Dimer basis and overlap expansions

A configuration where every spin is in a singlet with one
of its neighbors can be represented pictorially as a dimer
covering of the lattice, as shown in Fig. 2�a� for a square
lattice. Therefore, we will refer to these basic configurations
�
d��	 as “dimer coverings.” The wave functions which will
interest us can be written as superpositions of these dimer
coverings


�� = �
�

a�
d�� , �2�

but this requires some care because the dimer coverings are
not orthogonal. One consequence is that the inner product of

�� with a state 
��=��b�
d�� is not simply ��a�

�b� but

��
�� = 1 = �
�,�

a�
�b����, �3�

where �����d� 
d�� is the overlap matrix.
The magnitude of the overlap of two dimer coverings is

most easily calculated by overlaying the configurations to
form their transition graph, as shown in Fig. 2�b�. As shown
in the figure, the resulting picture contains double bonds and
loops of various even lengths. The magnitude of the corre-
sponding overlap matrix element is


���
 = 2Nl�
i

xLi, �4�

where Nl is the number of loops in the transition graph, the
product is over these loops, Li being the length of the ith
loop, and x=1 /2. Thus, the overlap between two arbitrary
dimer coverings will often be small, as the transition graph
will contain many long loops, though �for a finite system�
never zero. However, there is also a notion of a maximal
overlap which occurs between two dimer coverings that dif-
fer by only one minimal length loop.

This latter observation is the basis of the overlap expan-
sion, which is an approximation scheme based on treating x
in Eq. �4� as a small parameter.5 For example, the overlap
matrix of a set of square lattice dimer coverings, to leading
order in this expansion, is

���
square � 	�� − 2x4��� + ¯ , �5�

where ��� equals 0 unless the dimer coverings 
d�� and 
d��
differ by exactly one minimal length loop, which on the
square lattice has length 4. In this case, ���= 
1, where the
sign depends on the sign convention we take for the singlets
�i.e., our choice in whether a singlet between spins i and j is
written as 1

2
�i↑j↓− i↓j↑� or − 1

2
�i↑j↓− i↓j↑��. It can be shown

that for any lattice, we can choose the sign convention so
that the overlap of two dimer coverings differing by exactly
one minimal loop always comes with a negative sign.10 For
the square lattice, this means that the entries of the matrix �
are always 0 or 1. We will assume this sign convention in
this paper.

The overlap expansion can be applied to a general opera-
tor O. For example, on a square lattice,

O�� � �d�
O
d�� � A�	�� − 2x4B����� + ¯ , �6�

where A�=O�� and B�� are constants. Equation �6� is espe-
cially convenient when A� and B�� are independent of �, �.

We will use the overlap expansion in the calculations that
follow, but we remind the reader that since x is actually
1 /2, the approximation is a poorly controlled one. None-
theless, the expansion has proven to be a useful guiding prin-
ciple in the construction of effective models of valence-bond
dominated phases.5,9,41,42 We expect that for lattices where
the minimal loop is large, such as the length 6 loop of the
kagomé, the approximation should work fairly well at lead-
ing order.

B. Perturbation theory for susceptibility

We now discuss our assumptions about the unperturbed
system �i.e., the Hamiltonian in the absence of DM interac-

FIG. 2. �Color online� �a� A general dimer covering of the
square lattice. This represents a wave function, which we write as

d��, where a dimer across a link, shown as a thick red �black� line,
means that the two spins are in a singlet bond. �b� Overlaying two
different dimer coverings, shown by the red and blue �black and
gray� lines, gives the transition graph, which will contain both
double bonds, where the two coverings coincide, and closed loops
of various even lengths.
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tions�. Then, armed with the technical background of Sec.
II A, we shall derive a perturbation theory for the suscepti-
bility in the presence of a small DM interaction.

1. Assumptions

Our first assumption is that the spectrum of the unper-
turbed Hamiltonian has a low energy structure resembling
Fig. 3�a�. The figure depicts a set of low lying states �
n�	,
each of which can be written as a superposition of dimer
coverings,


n� = �
�

an�
d�� . �7�

These states form a narrow band of width 	 and are separated
from magnetic excitations by a spin gap ��	. While having
a spin gap is crucial to the analysis, our formalism can be
adapted to a situation where higher energy singlet states oc-
cur in the gapped region, as depicted in Fig. 3�b�. A well-
known class of toy models having �or widely believed to
have� this structure are those of the Klein-AKLT
type.10,40,43,44 These are models for which dimer coverings,
or a subset of them, are zero energy ground states and the
collection of coverings �
d��	 forms a spin-gapped degener-
ate ground-state manifold. In fact, we expect Figs. 3�a� and
3�b� to be a reasonably accurate caricature of a spin-gapped
system even when there is no obvious reason for restricting
our attention to nearest-neighbor valence bonds. We will dis-
cuss the suitability of this assumption �and the others� for the
KHAF in Sec. V but we refer the interested reader to the
summary in Sec. IIF of Ref. 42.

Our second assumption is that HDM connects our narrow
band of low energy singlet states �
n�	 with a band of S=1
excited states �
e��	, whose bandwidth 	e is also small com-
pared to �, as depicted in Fig. 3�c�. While it is well known
that HDM will mix the singlet and triplet sectors, we are
assuming that the excited states �
e��	, for which the matrix
elements �d�
HDM
e���0, are specifically S=1 eigenstates.
The simplest way to meet this requirement is via our third
assumption: that the unperturbed Hamiltonian conserves to-
tal spin, which both the Klein and Heisenberg models do. We
also assume these states form a narrow band. One way this
condition may arise is if the magnetic excitations can be

viewed as local disturbances of the low energy states. The
simplest example of such a disturbance would be to break a
single dimer by exciting the singlet to a triplet. The precise
way in which each of these assumptions is used will be made
explicit during the derivation.

2. Derivation

Because the DM Hamiltonian �1� does not commute with
the total spin operator, S=�iSi, the sum being over sites in
the lattice, deriving an expression for the susceptibility re-
quires some care. Consider the Hamiltonian,

H = H0 + HDM − gBh · S , �8�

where H0 is the unperturbed Hamiltonian discussed in Sec.
II A, h is the magnetic field, g the g factor, and B the Bohr
magneton. If �E� , 
��	 are the eigenvalues and eigenstates of
H, then the partition function is

Z�T,h� = �
�

e−E��h�/kBT, �9�

where kB is the Boltzmann constant and T is the temperature.
The magnetization M may be computed in the usual way

M � −
�F

�h

= −
�

�h

�− kBT ln Z�

=
kBT

Z

�Z

�h

= −
1

Z
�
�

�E�

�h

e−E�/kBT, �10�

and, similarly, the susceptibility

�� �
�M

�h�

= kBT� 1

Z

�2Z

�h � h�

−
1

Z2

�Z

�h

�Z

�h�
�

= −
1

Z
�
�
� �2E�

�h � h�
�e−E�/kBT

+
1

kBT� 1

Z
�
�
� �E�

�h

�E�

�h�
�e−E�/kBT

−
1

Z2�
�

�E�

�h

e−E�/kBT�
�

�E�

�h�

e−E�/kBT� . �11�

To compare with experiments, we need the powder suscep-
tibility which is given by �powder=

1
3 ��xx+�yy +�zz� or

�powder = −
1

3Z
�
�

��h
2E��e−E�/kBT

+
1

3kBT� 1

Z
�
�

��hE��2e−E�/kBT

−
1

Z2��
�

�hE�e−E�/kBT�2� , �12�

where �h�� �
�hx

, �
�hy

, �
�hz

�.
If the total spin S commutes with H, the states �
��	 may

be chosen as simultaneous eigenstates of the two operators
and the eigenvalues will depend linearly on the magnetic
field, i.e., E��h ·S�=h · ��
S
��. In this case, the second de-

FIG. 3. The generality of our first assumption allows us to con-
sider different possibilities for the spectrum of the unperturbed
Hamiltonian. �a� The low energy sector is comprised of a narrow
band of states which are superpositions of dimer coverings, sepa-
rated by a spin gap � from the excited states. �b� The same spec-
trum as in �a�, but allowing a number of low-lying singlet states to
exist in the gap. �c� Our second assumption: we assume HDM con-
nects the narrow band of low energy S=0 states with a narrow band
of higher energy S=1 states.
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rivative term on the right-hand side �RHS� of Eq. �11� will
vanish and the remaining terms will give T�����SS��
− �S��S���, which is a familiar version of the fluctuation-
dissipation theorem. However, if S does not commute with
H, the field dependence of the eigenvalues can be more com-
plicated. For example, if the leading field dependence is qua-
dratic in h, then in the zero-field limit, the term in square
brackets on the RHS of Eq. �11� will vanish and the second
derivative term will be all that remains.45

Our first assumption was that the unperturbed Hamil-
tonian H0 has a spectrum of the form shown in Fig. 3. Be-
cause we also assumed that H0 commutes with S, the eigen-
states of H0 can be chosen to describe the system in the
presence of a magnetic field. In addition, if gBh is suffi-
ciently small compared to �, the low energy spectrum of the
Hamiltonian H1=H0−gBh ·S will still resemble Fig. 3 and
the lowest energy eigenstates will still be the collection of
S=0 states �
n�	 of Eq. �7�. However, the S�0 bands will
split into separate bands indexed by the spin component Sh

along the field direction ĥ. In particular, the triplet band
�
e��	 mentioned earlier will split into three bands �
e�

�Sh��	,
where Sh=−1, 0, 1. The spin gaps of the three bands are
given by ��Sh�=�−gBhSh. From Eq. �12�, one may verify
that at low temperatures, the zero-field susceptibility will
vary as �powder�T−1e−�/T which decreases to zero as T→0
as expected for a spin gapped system.

Having formally included the magnetic field exactly �at
least with regard to the low energy spectrum�, we now con-
sider the effect of a small DM interaction �Eq. �1�� on this
picture. If D= 
D
 is sufficiently small �a sufficient, though
not necessary, condition for “small” is if D is small com-
pared to the smallest of the three spin gaps ��Sh��, the spec-
trum of the perturbed Hamiltonian H will still resemble Fig.
3 in the sense of a set of low lying states separated by a gap,
though, since H no longer conserves spin, the gap is no
longer a “spin” gap. To determine the effect on the low-
temperature susceptibility, we need to examine how the low
energy eigenvalues and eigenstates get modified through
mixing with S�0 components.

To first order in perturbation theory, the states �
n�	 be-
come


n�� = 
n� + �
k�n

�k
HDM
n�
En − Ek


k� , �13�

where the sum is over all eigenstates of H1=H0−gh ·S ex-
cept 
n�. The sum will get restricted by our assumption that
HDM connects the low energy sector �
n�	 with a narrow band
of S=1 excited states �
e��	, split by the field into three sepa-
rate narrow bands. Moreover, because the widths of these
excited bands and of the low energy sector were assumed to
be small compared to the gap, we may approximate the de-
nominators by Ek−En���Sh�. In this case


n�� = �
�

an��
d�� − �
Sh

1

��Sh��
�

�e�
�Sh�
HDM
d��
e�

�Sh���
� �

�

an�
d��� . �14�

Therefore, in this approximation, the consequence of having

HDM present can be visualized in terms of its effect on the
individual dimer coverings


d��� = 
d�� − �
Sh

1

��Sh��
�

�e�
�Sh�
HDM
d��
e�

�Sh�� . �15�

To proceed, we now examine the effect of the operator HDM
on one of the dimer states. As the operator is a sum over
pairwise interactions, HDM

�ij� , there are two cases to consider:
the link �ij� can either be �a� occupied by a dimer or �b� an
empty bond �see Fig. 4�.

We use the following notation to indicate the spin state of
a pair of spins on sites i and j:

�ij� �
1
2

�i↑,nj↓,n − i↓,nj↑,n� , �16a�

�ij�0
n �

1
2

�i↑,nj↓,n + i↓,nj↑,n� , �16b�

�ij�1
n � i↑,nj↑,n, �16c�

�ij�−1
n � i↓,nj↓,n, �16d�

the singlet and three triplets associated with the quantization
axis n̂, where i↑�↓�,n denotes the Si

n= 1
2 �− 1

2 � eigenstate of the

operator Ŝi
n and the subscripts −1, 0, 1 indicate the value of

Si
n+Sj

n for the pair �ij�. The notation for a singlet �ij� does
not have a superscript because the singlet state is indepen-
dent of the choice for n̂.

The action of HDM on a dimer covering is most easily
calculated with respect to ẑ quantization axis. Using the
above notation, the action of the term HDM

�ij� in case �a�, when
spins i and j are in a singlet, is

HDM
�ij� �ij� =

Dz

2i
�ij�0

z −
D−

22i
�ij�1

z +
D+

22i
�ij�−1

z , �17�

while for case �b�, when �ij� is an empty bond, the result is

HDM
�ij� ��ei��jk�� =

Dz

4i
��ei�1

z�jk�−1
z − �ei�−1

z �jk�1
z�

−
D−

42i
��ei�1

z�jk�0
z − �ei�0

z�jk�1
z�

−
D+

42i
��ei�−1

z �jk�0
z − �ei�0

z�jk�−1
z � �18�

FIG. 4. �Color online� Two different situations for a term in
HDM to operate on �a� a dimmer and �b� an empty bond.
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=−
Dz

4i
��ek�0

z�ij� + �ek��ij�0
z	

+
D−

42i
��ek�1

z�ij� + �ek��ij�1
z	

−
D+

42i
��ek�−1

z �ij� + �ek��ij�−1
z 	 . �19�

To avoid clutter, we have dropped the subscript ij on the DM
coefficients and D
�Dx
 iDy. Equations �17� and �18�
show that the effect of operator HDM

�ij� on a dimer covering is
to promote the dimer�s� emanating from sites i and j from
singlet�s� to triplet�s�. As indicated explicitly in Eqs. �17� and
�19�, the state HDM

�ij� 
d��, and hence the state HDM
d��, is an
eigenstate of total spin with S=1. An immediate conse-
quence of this is that �n
HDM
n�, which is a sum of matrix
elements of the form �d�
HDM
d��, is exactly zero. Therefore,
the energy of state 
n� will be modified by HDM only at
second order in perturbation theory.

The second order correction to the energy of state 
n� is
given by

En
�2� = �

k�n


�k
HDM
n�
2

En − Ek

� − �
Sh

1

��Sh� �
�,�,�

an�
� an��d�
HDM
e�

�Sh���e�
�Sh�
HDM
d�� .

�20�

The operators P�Sh����
e�Sh���e�Sh�
 are projection operators
that, respectively, select for the Sh=−1, 0, and 1 components
of HDM
d��. Therefore, it is useful to rewrite Eqs. �17�–�19�
with respect to the two-spin states of the ĥ quantization axis.
If

ĥ = sin � cos �x̂ + sin � sin �ŷ + cos �ẑ , �21�

then Eq. �17� becomes

HDM
�ij� �ij� =

Dh

2i
�ij�0

h −
D�−

22i
�ij�1

h +
D�+

22i
�ij�−1

h , �22�

and similarly Eqs. �18� and �19� become

HDM
�ij� ��ei��jk�� =

Dh

4i
��ei�1

h�jk�−1
h − �ei�−1

h �jk�1
h�

−
D�−

42i
��ei�1

h�jk�0
h − �ei�0

h�jk�1
h�

−
D�+

42i
��ei�−1

h �jk�0
h − �ei�0

h�jk�−1
h � �23�

=−
Dh

4i
��ek�0

h�ij� + �ek��ij�0
h	

+
D�−

42i
��ek�1

h�ij� + �ek��ij�1
h	

−
D�+

42i
��ek�−1

h �ij� + �ek��ij�−1
h 	 , �24�

where

Dh = D · ĥ = Dx sin � cos � + Dy sin � sin � + Dz cos � ,

�25�

D�
 = − Dz sin � + Dx�cos � cos � � i sin ��


 iDy�cos � � i cos � sin �� . �26�

The � superscript refers to the direction perpendicular to the
magnetic field and D�+ and D�− are complex conjugates as
the notation suggests. From Eqs. �22� and �24�, we see that
the amplitudes of the Sh=0 component of HDM
d�� are deter-
mined by the set of �Dij

h 	 while the amplitudes of the Sh

= 
1 components are determined by the collections �Dij
��	.

The operator HDMP�Sh�HDM of Eq. �20� is a sum of link
terms such as HDM

�ab�P�Sh�HDM
�cd�. The matrix element

�d�
HDM
�ab�P�Sh=0�HDM

�cd�
d�� will be proportional to

Dab
h Dcd

h = �Dab · ĥ��Dcd · ĥ� , �27�

while �d�
HDM
�ab�P�Sh=
1�HDM

�cd�
d�� will be proportional to

Dab
�−Dcd

�+ + Dab
�+Dcd

�− = 2�Dab · Dcd − �Dab · ĥ��Dcd · ĥ�� .

�28�

The proportionality constant �which might be zero� will de-
pend on the overlap of states 
d�� and 
d�� and the particular
links �ab� and �cd� involved.

In order to proceed, we approximate Eq. �20� by the lead-
ing term in its overlap expansion. This means replacing the
matrix �d�
HDMP�Sh�HDM
d�� by the diagonal term in �the
lattice appropriate generalization of� Eq. �6�. We expect this
approximation to be accurate if the mutual overlaps between
the dimer coverings entering the superposition in Eq. �7� are
small or if the lattice architecture involves large minimal
length loops. In this approximation, Eq. �20� becomes

En
�2� � − �

Sh

1

��Sh��
�


an�
2

� �
�ab�,�cd�

�d�
HDM
�ab�P�Sh�P�Sh�HDM

�cd�
d�� + O�xLmin� ,

�29�

where Lmin is the length of the minimal loop which can
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appear in a transition graph for the lattice in question and, to
the same order, ��
an�
2�1+O�xLmin�. We have also used a

basic property of projection operators: P2=P.
For a dimer covering 
d��, the set of vectors

�P�Sh�HDM
�ij� 
d��	�ij� can be determined by looking at Eqs.

�22�–�24�. Equation �29� involves the sum of all possible
overlaps between pairs of vectors in this set. These pairs can
be classified into ten distinct types of combinations which
are listed in Table I with reference to a dimer covering of the
generic lattice depicted in Fig. 5. The terms that actually
arise will depend on the connectivity of the lattice under
consideration.

The vector P�Sh�HDM
�ab�
d�� resembles 
d�� except the

dimer�s� emanating from sites a and b have been promoted
to triplets. Therefore, the diagonal matrix element
�d�
HDM

�cd�P�Sh�P�Sh�HDM
�ab�
d��=0 except for when links �ab�

and �cd� involve promoting the same dimer�s� to triplets.
This corresponds to cases 1, 5, 6, and 8 in Table I. The other
cases in Table I will contribute at higher orders in the overlap
expansion, which involve off-diagonal matrix elements.

Using Eqs. �22�, �23�, �27�, and �28�, Eq. �29�, to leading
order in the overlap expansion, becomes

En
�2� = −

1

8�
�
�ab�

�0�

�Dab
2 + ��Dab

2 − �Dab · ĥ�2�� −
1

8�
�
�


an�
2� �
�ab��
d��

�1�

�Dab
2 + ��Dab

2 − �Dab · ĥ�2�� − 2 �
��a�bc���
d��

�2�

Dab · Dac

+ ��Dab · Dac − �Dab · ĥ��Dac · ĥ�� + 2 �
���ab��cd���
d��

�3�

Dad · Dbc + ��Dad · Dbc − �Dad · ĥ��Dbc · ĥ��� + O�xLmin� , �30�

where �= �� �

gBh �2−1�−1. The first sum in Eq. �30�, labeled
with superscript �0�, is over all links in the lattice and is a
uniform shift that is the same for every state 
n� in the low
energy sector. The three sums, labeled with superscripts �1�,
�2�, and �3�, are taken with reference to a particular dimer
covering 
d��. These terms will therefore contribute to En

�2�

according to which dimer coverings enter the superposition
in Eq. �7�. The sum labeled �1� is over all links �ab� that
contain a dimer. The sum labeled �2� is over all triangular
plaquettes that contain a dimer, where ��a�bc�� means that

the dimer lives on link �bc�. The sum labeled �3� is over
square plaquettes ���ab��cd�� with two dimers on links �ab�
and �cd�. These last two sums will only occur if the lattice in
question contains triangular and square plaquettes, respec-
tively.

Equation �30� gives the field dependence of the energy
levels of the states in the low energy manifold. We expect
these low lying states to dominate the thermal averages of
Eq. �11� when the temperature and magnetic-field energy are
small compared to the gap � due to the Boltzmann factors. If

TABLE I. Calculating the second order �in DM� correction to
the energy, En

�2�, involves computing all possible overlaps of pairs of
vectors in the set �PHDM

�ij� 
d��	�ij� for each dimer covering in the
superposition that defines the unperturbed state 
n� �Eq. �7��. There
are ten distinct cases to consider, indexed in this table by the link
operators involved, in reference to the generic dimer covering in
Fig. 5. The possibilities are both links involving dimers ��1� and
�2��, one link involving a dimer ��3� and �4��, and neither link in-
volving a dimer ��5�–�10��. If both links involve a dimer, they can
be either �1� the same or �2� different dimers. If one link involves a
dimer, then the other link is an empty bond that either �3� contains
or �4� does not contain one of the spins of that dimer. If neither link
involves a dimer, then the possibilities are �5� the two empty links
are the same; the two links share exactly one spin while the other
two spins either �6� form a dimer—this is possible if the lattice has
triangular plaquettes or �7� do not form a dimer; or the two links do
not share a spin ��8�–�10��. In this latter case, the two empty links
may be connected by �8� two dimers—this is possible if the lattice
has square plaquettes, �9� exactly one dimmer, or �10� no dimers.

1 HDM
12 P�Sh�HDM

12

2 HDM
34 P�Sh�HDM

12

3 HDM
23 P�Sh�HDM

12

4 HDM
45 P�Sh�HDM

12

5 HDM
23 P�Sh�HDM

23

6 HDM
24 P�Sh�HDM

23

7 HDM
25 P�Sh�HDM

23

8 HDM
14 P�Sh�HDM

23

9 HDM
15 P�Sh�HDM

23

10 HDM
67 P�Sh�HDM

23

FIG. 5. Generic 2D arrangement considered for determining the
distinct combinations of HDM

2 , as listed in Table I. The specific
Table I cases which arise will depend on the connectivity of the
lattice under consideration.
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we therefore make the approximation of restricting the sums
of Eq. �11� to the low energy manifold, Eq. �30� tells us that
the leading field dependence �at low fields� is quadratic in h.
Therefore, the zero-field susceptibility will be determined by
the second derivative terms of Eq. �11� which, as mentioned
above, vanish for systems where total spin is conserved.

To compare with experiments, we calculate the zero-field
powder susceptibility in the T→0 limit

�powder =
�gB�2

6�3 ��
�ab�

�0�

Dab
2 +

1

Z
�

n
�wn�

�


an�
2

�� �
�ab��
d��

�1�

Dab
2 − 2 �

��a�bc���
d��

�2�

Dab · Dac

+ 2 �
���ab��cd���
d��

�3�

Dad · Dbc�� , �31�

where wn=e−En/kBT is the Boltzmann factor of state 
n� and
the primed sum is restricted to the low energy manifold. The
expression can be simplified if we assume the magnitude of
D is the same on every link and the products Dab ·Dac
=D2 cos �� and Dad ·Dbc=D2 cos �� are the same for every
triangular and square plaquettes, respectively. In this case,
Eq. �31� becomes

�powder =
N�gB�2D2

6�3 � z + 1

2
− 2 cos ��

�N��
N

+ 2 cos ��

�N��
N

� , �32�

where z is the coordination of the lattice, N the number of
sites, and �N�,��� 1

Z��wn��
an�
2N��,��,�, where N��,��,� is
the number of triangular �square� plaquettes which contain
one �two� dimer�s� in dimer covering 
d��.

Equation �32� shows explicitly that the low-temperature
zero-field powder susceptibility does not vanish at low tem-
peratures but instead approaches a constant that depends on
D. From Eqs. �10� and �30�, we find that quadratic field
dependence also implies that the low-temperature zero-field
magnetization will be zero. Therefore, the picture of a short-
ranged valence-bond phase with DM interactions is qualita-
tively consistent with the combination of a nonvanishing T
→0 susceptibility and lack of magnetic order observed in
experiments on the herbertsmithite compound.17–20 In the
following sections, we discuss how this approach fares quan-
titatively in the context of various models where our assump-
tions are known or widely believed to be satisfied.

III. APPLICATION TO THE SHASTRY-SUTHERLAND
MODEL OF SrCu2(BO3)2

We now consider a toy spin model defined on the lattice
in Fig. 6�a�, which was first considered by Shastry and Suth-
erland �SS� in 1981.46 This model has been revisited more
recently47,48 in light of the spin-dimer compound
SrCu2�BO3�2, where the copper ions form a lattice �Fig. 6�b��
which is topologically equivalent to the one considered by

SS. From our standpoint, this model satisfies the assumptions
of Sec. II almost exactly, which is why we discuss it as a first
application of our formalism.

A. Model

In the SS model, the interaction between neighboring
spins depends on whether the link connecting them is hori-
zontal, vertical, or diagonal. The Hamiltonian is

H0 = J�
�ij�

diagSi · S j + J��
�ij�

horiz,vertSi · S j , �33�

where J and J� are positive constants. If J=0, the model
reduces to the square lattice Heisenberg antiferromagnet,
which is widely believed to have a Néel ordered ground
state. If J�=0, the ground state is a product state of singlets
on the diagonal bonds: 
��=��ij�

diag�ij�. SS showed that this
product state, which we may call a valence-bond solid,49 is
an exact eigenstate of the full Hamiltonian �33� and, in fact,
the ground state up to a critical value of J� /J, which they
determined to be of order unity. When J�=0, the basic mag-
netic excitations involve replacing singlets with triplets and
the spin gap is exactly equal to J. In Ref. 48, it was shown
that the excitations remain nearly localized with a small dis-
persion when J��0, except for very close to the transition
�in fact, it has been shown that even singlet excitations are
gapped50 in this parameter range�. Therefore, in its valence-
bond phase, the SS model has a spectrum like Fig. 3�a�,
where the low energy sector now consists of just one state

��.

We now augment Eq. �33� with a perturbatively small
nearest-neighbor DM interaction. For an ideal two-
dimensional �2D� lattice, we only need to consider the com-
ponent Dz. Moreover, for an ideal SS lattice, D=0 on the
diagonal bonds because the midpoints of those bonds are
centers of inversion symmetry.50 However, in the context of
SrCu2�BO3�2, it has been argued51 that a slight buckling of
the planes removes these symmetries and the leading effect
is to induce Dx and Dy terms on the diagonal bonds. There-

FIG. 6. �a� The SS lattice. In its ground state, the spins con-
nected by the diagonal bonds form singlets. The arrows on the links
denote their orientations in terms of the sign convention for HDM,
i.e., which spin comes first in the cross product. The orientation of
the diagonal bonds can be taken as going from the lower site to the
upper site, though this fact will not enter the calculation. �b� The
structure formed by the copper ions in SrCu2�BO3�2. This is topo-
logically equivalent to the SS lattice. Indicated in this figure are the
directions of the D vectors on the various links, where the orienta-
tion convention of �a� has been assumed.
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fore, in anticipation of relating to the experiment, we con-
sider the DM interactions shown in Fig. 6.

In adapting Eq. �31� to this model, a few points should be
noted. First is the fact that HDM couples the ground state to
two different bands of magnetic excitations �each of which
gets split into three bands on application of a magnetic field�.
To see this, it is simplest to consider the J�=0 case first.
Referring to Table I, we see that case 1 terms connect 
�� to
the set of magnetic eigenstates where one of the dimers is
now a triplet. These states have an energy �1=J above the
ground state. Cases 5 and 6 connect 
�� to eigenstates where
two of the dimers are triplets �case 8 terms, while not forbid-
den by the lattice, do not occur in our considered ground
state�. These states have energy �2=2J above the ground
state. Since these two bands are orthogonal to one another,
we can consider them separately in the calculation. In par-
ticular, the argument which used the assumption of having a
narrow band can be easily generalized to the present case
because both of these bands are narrow. For instance, one
may verify that the proper generalization of Eq. �15� is


��� = 
�� − �
Sh

1

�1
�Sh��

�

��e�
�Sh�
HDM
��
e�

�Sh��

− �
Sh

1

�2
�Sh��

�

��e�
�Sh�
HDM
��
e�

�Sh�� , �34�

where the first sum is over the S=1, E=�1=J band while the
second is over the S=1, E=�2=2J band. These arguments
will still apply for the case where J��0 �when we are away
from the transition point� though the bands will now acquire
a small dispersion and the spin gaps will be renormalized48,50

�and �2 will no longer be 2�1�. We will account for this in
our calculation by using the actual gap values �1,2 in Eq.
�34�.

Similarly, the equation for the powder susceptibility will
now consist of two separate parts, each of the form in Eq.
�31�, corresponding to the two bands of excited states. For
the term associated with the �1 band, ��0�Dab

2 =��1�Dab
2

=N��Dx�2+ �Dy�2� /4 while the other two sums do not con-
tribute. For the term associated with the �2 band, ��0�Dab

2

=4Nd�Dz�2=2N�Dz�2 while the second sum will not contrib-
ute because in our chosen state, the dimers are only on diag-
onal links. One may verify that each triangle contributing to
��2�Dab ·Dac contributes the same value Dab ·Dac=−�Dz�2 and
the number of these triangles is 2Nd=N. Therefore, we arrive
at our final result

�powder �
N�gB�2

12
� �Dx�2 + �Dy�2

�1
3 +

8�Dz�2

�2
3 � . �35�

A noteworthy point is that because the low energy sector
of the unperturbed model contains only one state which hap-
pens to be a dimer covering, higher order terms in the over-
lap expansion will not enter. Therefore, the only approxima-
tions in Eq. �35� are those inherent in perturbation theory.

B. Comparison with experiment

The most striking feature of the temperature dependence
of the zero-field52 susceptibility of SrCu2�BO3�2 is a peak,

which occurs around T=15 K, followed by a rapid decrease
to nearly zero as the temperature is further lowered.47 The
most natural interpretation of this rapid decrease is a reduc-
tion of entropy as the physics becomes increasingly domi-
nated by a nonmagnetic ground state. ESR measurements53

revealed two sets of triplet excitations with spin gaps �1
=35 K and �2=55 K, respectively.54

The SS model has had some success as a theoretical de-
scription of both the ground and excited states of
SrCu2�BO3�2 in zero magnetic field. The analysis in Ref. 48
determined that the temperature dependence of the suscepti-
bility was well modeled by Eq. �33� with a value of J� /J
�0.68, which is in the valence-bond phase but somewhat
close to the transition point �though still far enough away to
have appreciable spin and singlet gaps and fairly localized
triplet excitations48,50�. In addition, it was shown50,51,55 that
by including DM interactions, the model could also explain a
number of features that occurred in the presence of a mag-
netic field, such as the appearance of uniform and staggered
magnetizations47,56 in fields small compared to the spin gap
scale.57

Equation �35� predicts the effect of DM in the case of zero
magnetic field: as T→0, the susceptibility will not decay to
zero but instead approach a constant. To compare with ex-
periment, we use g�2, the measured values for �1�35 K
and �2�55 K given in Ref. 53, an estimate of Dz�2 K
taken from ESR measurements,50 and the suggestion in Ref.
51 that Dx,y �Dz. The molar susceptibility is obtained by
multiplying Eq. �35� by the factor NA /N, where NA is
Avogadro’s number. With these numbers, we obtain the esti-
mate: �powder�T=0��5�10−5 emu /mol Cu. The measured
susceptibility in Fig. 2 of Ref. 47 does not go to zero and, in
fact, begins to show a rise at a temperature after reaching a
minimum value of around 5�10−4 emu /mol Cu at roughly
4 K, which the authors attributed to a small ��1%� concen-
tration of impurities.

Therefore, more experiments on substantially cleaner
samples are needed to test Eq. �35�. We re-emphasize that the
assumptions of Sec. II are expected to hold well for the SS
model so to the extent that Eq. �33� with DM included is a
good model of SrCu2�BO3�2, we expect our order of magni-
tude estimate to be reliable.

IV. APPLICATION TO THE GENERALIZED KLEIN
MODEL ON THE CHECKERBOARD LATTICE

We next consider a toy model defined on the checker-
board lattice shown in Fig. 7�a�. The sites of this lattice are
the same as a square lattice but the connectivity is different:
on alternate square plaquettes, opposite corners are also con-
nected as nearest neighbors by diagonal links �note that the
crossing point of these diagonal links is not an additional
site�. The lattice can be viewed as a 2D projection of the
three-dimensional �3D� pyrochlore lattice.

The checkerboard lattice does not currently have a real-
ization in an actual material. While there are a number of
materials58 which form pyrochlore structures, we are not
aware of a system where the low energy physics is believed
to be captured by short-range valence bonds. However, there
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is a theoretical motivation for considering this system. The
model we are about to describe is among the simplest ex-
amples of a model for which �a� the Hamiltonian and exact
ground state�s� are known and well characterized, �b� the
assumptions of Sec. II are expected to either hold or be a
decent approximation, and �c� the overlap expansion is ex-
pected to converge fairly well, while at the same time the
model �d� captures all of the complexities of the most gen-
eral scenario. In this sense, we may consider this system as a
“laboratory” in which to explore the limitations of our for-
malism.

The model we consider is a two-dimensional version40 of
the generalized Klein model, introduced in Ref. 10 �note that
a model of a similar type was also considered in Ref. 59�.
The Hamiltonian for this model may be written as

H = �
p

ĥp, �36�

where the sum is over crisscrossed square plaquettes and

ĥp = �Sp
2��Sp

2 − 2� . �37�

where Sp�S1+S2+S3+S4 is the total spin of the four mem-

bers of plaquette p. ĥp is an operator that projects the wave
function onto its component where plaquette p has the maxi-
mal spin of 2, the two factors in Eq. �37� annihilating the
spin 0 and 1 components, respectively. Since Eq. �36� is a
sum of projection operators, its eigenvalues must be non-
negative and any state with zero eigenvalue is a ground state.

A wave function in which crisscrossed plaquette p has a

dimer on one of its links will be annihilated by ĥp since the
total spin of p can then be at most 1. Therefore, a wave
function having a dimer on every crisscrossed plaquette will
be a zero energy ground state of Eq. �36�. A counting argu-
ment given in Refs. 10 and 40 shows that the ground-state
manifold of Eq. �36� consists only of dimer coverings of the
lattice where every crisscrossed plaquette has exactly one
dimer and superpositions of such coverings. Note that there
are dimer coverings of the checkerboard lattice that are not
included in this set.

In terms of Fig. 3�a�, the low energy sector of Eq. �36� is
a degenerate manifold. One may consider perturbing Eq.
�36� to arrive at a model with a smaller ground-state space. It
has not been proven, but strongly suspected, that Hamil-
tonian �36� has a spin gap; demonstrations of a spin gap have
been made, to varying degrees of rigor, in a number of re-

lated models.10,44,60,61 Therefore, there are strong reasons to
believe that Eq. �36� satisfies the assumptions required by
our formalism.

Moreover, the loop structure of the ground-state space is
such that there are strong reasons to expect the overlap ex-
pansion to converge well in a wide number of situations.62

Because the minimal loop has length 8 �Fig. 7�b��, keeping
only the diagonal term of the overlap expansion will often be
a good approximation. Also, the next minimal loop has
length 12 �Fig. 7�c��, instead of 10, so keeping the leading
off-diagonal term in the expansion will result in a relative
error of �x�12−8��x4, while in many other lattices, including
the square, this error will be �x2.

The simplest way of introducing a nearest-neighbor DM
coupling is to consider an ideal 2D lattice, in which case we
only have Dz on the horizontal and vertical links �D=0 on
the diagonal links due to inversion symmetry�. Because we
do not have a specific material in mind, we take for simplic-
ity Dz to be the same magnitude and sign on all of the links,
as per the link orientation convention in Fig. 7�a�. In adapt-
ing Eq. �31� to the present case, we note that all four cases
contributing to that general expression will occur here. The
first sum will give ��0�Dab

2 =2N�Dz�2, where 2N is total num-
ber of nondiagonal links. Similarly, the second sum will give
��1�Dab

2 = �Dz�2� N
2 −Ndiag�, where Ndiag is the number of diag-

onal dimers in the coverings under consideration. There will
be two triangular terms for each diagonal dimer, and for each
of these terms Dab ·Dac= �Dz�2. Similarly, each square
plaquette having two dimers will contribute −�Dz�2. There-
fore, the analog of Eq. �32� for the present case is

�powder �
5N�gB�2�Dz�2

12�3 �1 −
2�Ndiag�

N
−

4�N��
5N

� + O�x8� ,

�38�

where �¯� denotes thermal average as per the discussion
after Eq. �31�.

It would be useful to study Eq. �36� numerically to con-
firm the existence of a spin gap and to examine its low-lying
S=1 states, in light of the assumptions of our formalism. A
comparison of an “exact” calculation of �powder for �possibly
a perturbed version of� Eq. �36� with the analytical expres-
sion Eq. �38� would provide a useful validation of our ap-
proach and is a natural topic for further study.

V. APPLICATION TO THE KAGOME LATTICE
AND ZnCu3(OH)6Cl2

In the previous sections, we have applied our formalism
to systems with well-characterized Hamiltonians and ground
states. In the present section, we finally return to the original
motivation for this work and discuss the effect of DM inter-
actions on the �short-range� valence-bond physics of the
kagomé lattice in the context of the material ZnCu3�OH�6Cl2.

We begin by assuming the material is well described, to
leading order, by a spin 1/2 kagomé Heisenberg antiferro-
magnet, though the details of our analysis do not depend
specifically on the KHAF and will apply for any Hamiltonian
with the assumed spectral properties of Fig. 3. We review

FIG. 7. �Color online� �a� The checkerboard lattice with arrows
specifying the orientations of links with DM interactions. On hori-
zontal and vertical links, we take D=Dzẑ �i.e., the sign is always
positive� while on diagonal links D=0. �b� The minimal loop on
this lattice has length 8. �c� The next minimal loop has length 12.
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some known properties of the KHAF which suggest that this
model satisfies the assumptions of our formalism. We then
discuss the results of the calculation of �powder in light of
recent experiments. We note that while the KHAF assump-
tion underlies most theoretical treatments of this material to
date, there is currently no consensus on what model best
describes herbertsmithite.32

A. Model

As noted in Sec. I, exact diagonalization studies of the
KHAF suggest that the ground state is nonmagnetic22,23 with
a spin gap of order J /20.23 The gap is filled with an expo-
nentially �in the system size� large number of nonmagnetic
states which appear to become a gapless continuum in the
thermodynamic limit. It was noted in Ref. 23 that a gapless
singlet continuum and spin gap an order of magnitude
smaller than J could indicate the importance of longer than
nearest-neighbor valence bonds. However, in Ref. 63, it was
noted that at least the gapless singlet continuum could be
reproduced by considering the KHAF restricted to the
nearest-neighbor valence-bond �dimer� subspace. Indeed,
dimer states with gapless singlet excitations have been seen
in toy models.5 In addition, it was noted that the dimer sub-
space is the simplest subspace that captures the feature of an
exponentially growing number of states.

More recently, the series expansion study in Ref. 27 ex-
amined the energies of various dimer coverings of the
kagomé for the KHAF Hamiltonian and found that a particu-
lar one, namely, the “perfect hexagon” state first noted in
Ref. 25, was optimal though all dimer coverings were very
close in energy, with a bandwidth �of order J /50� small com-
pared to the spin gap. Their estimate for the ground-state
energy per site compared well with exact diagonalization
studies of the model. Put together, these facts suggest that
spectra such as Figs. 3�a� and 3�b�, where the low energy
physics is determined by a narrow band of dimer states, are
decent caricatures of what happens in the KHAF. Further
arguments about the suitability of restricting attention to the
dimer subspace when studying low energy properties of the
KHAF may be found in Sec. IIF of Ref. 42.

In Ref. 64, the elementary triplet �and singlet� excitations
of the above mentioned perfect hexagon valence-bond crys-
tal state were studied. For that state, it was found that the
lowest lying triplets have a spin gap of order 0.08J but a
bandwidth of only �0.01J. This is consistent with the as-
sumption of a narrow S=1 band required in Sec. II. There-
fore, while currently there is no Hamiltonian on the kagomé
lattice for which it can be explicitly shown that the assump-
tions of Sec. II are satisfied, the above facts suggest that
these assumptions are sensible with respect to the KHAF and
related models.

In adapting Eq. �32� to the kagomé lattice, cases 1 and 5
�see Table I� are straightforward �using z=4 for the kagomé�
and case 9 does not occur. For the kagomé lattice, each dimer
is part of a triangular plaquette and each plaquette contrib-
utes �Dz�2+ �Dp�2 cos2�

3 = �Dz�2− 1
2 �Dp�2 to sum �2� in Eq.

�31�. Therefore,

�powder �
N�gB�2

4�3 �2D2 − �Dz�2� + O�x6� . �39�

We can also use our formalism to calculate the anisotropy in
�, as would be seen in measurements on single crystals,

�z

�p = 2�1 − �Dz

D
�2� . �40�

B. Comparison with experiment

In comparing our results with experiments on
ZnCu3�OH�6Cl2, the first point to note is that DM does not
induce a zero-field magnetization, which is consistent with
the lack of magnetic order according to a number of
techniques.17–20 Equation �39� is an expression for the T=0
powder susceptibility. In order to compare with experiment,
we assume that Dz�D, ��J /20 �Ref. 23� or possibly a bit
higher �J /10 �Ref. 64� �the gap entering the calculation is
the one separating the bands connected by HDM for which the
spin gap is a lower bound�, and J�170 K.33

There are two sets of experiments which suggest that the
susceptibility saturates in the T→0 limit. Ofer et al.18 mea-
sured �powder using SR in a 2 kG magnetic field in a tem-
perature range from around 100 mK to around 200 K. They
observed a monotonic rise in �powder as the temperature was
lowered and the last two data points indicated a saturation
value of �powder�T=0��15.7�10−3 emu /mol Cu. Using Eq.
�39�, this value is consistent with D ranging from 0.03J to
0.08J. However, other interpretations of this data have in-
volved the Ising anisotropy32 and/or stressed the role of
impurities.30,31,65,66

The second experiment is a recent 17O NMR study28 pur-
ported to measure the intrinsic susceptibility of the kagomé
planes. Because the energy scale of the 6.5 T field used in
that study is comparable to our lower estimate for �, it is not
clear that Eq. �39�, the derivation of which assumed that the
Boltzmann factors of the excited bands were relatively small
compared to the low energy dimer manifold, will directly
apply. However, if the actual gap is closer to the higher end
of our range �J /10, then Eq. �39� might produce a reliable
order of magnitude estimate. The measurements in Ref. 28
suggest67 a T=0 susceptibility per spin of �=0.13 which
implies a molar susceptibility of �1.1�10−3 emu /mol Cu.
From Eq. �39�, this implies that D ranges from 0.008J to
0.02J.

We caution against taking these estimates too literally be-
cause in both cases they are based on a relatively small num-
ber of data points and in both experiments, it is not clear that
DM interactions are the only factors at play. Also, because
these two experiments suggest qualitatively different tem-
perature dependences for �, they cannot both be measure-
ments of the quantity we are calculating. However, we would
like to emphasize that these estimates strongly suggest that
the magnitude of the DM interaction may be significantly
smaller than previously quoted values. We will discuss this
point in more detail in Sec. VI.

While our calculation is for the T=0 susceptibility, we can
speculate on what happens at a small but nonzero tempera-
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ture. Numerical studies of the KHAF �Ref. 23� suggest that
the singlet sector has a linear density of states at the very
lowest energies. An approximate way of accounting for this
is for a low energy state with energy � above the ground
state, the gap entering Eq. �30� will be �−�, if we assume
the triplet band is still flat. The sum over n in Eq. �31� will
become an integral over a density of states, the range of
integration being the effective low energy bandwidth 	. In
the limit where T�	��, the result will be a modification of
Eq. �39�: ��T����T=0��1+CT�, where C is a positive con-
stant that depends on D and �. Therefore, our picture pre-
dicts that � should rise with T so in this sense resembles
what is seen in Ref. 28. However, more experiments and a
more refined theoretical treatment are clearly warranted.

VI. DISCUSSION

The original motivation for this work was the material
ZnCu3�OH�6Cl2, which appears to have a nonmagnetic low-
temperature phase, whose nature has been the subject of
much speculation. At the beginning of this paper, we noted
that any nonmagnetic phase could be viewed as either a
short-range or long-range valence-bond phase. In Sec. V, we
have shown that a short-range valence-bond phase with a
very small DM coupling provides a picture of the low-
temperature phase of ZnCu3�OH�6Cl2 which reconciles the
lack of observed magnetic order, the lack of an observed spin
gap, and known facts about the KHAF. We now discuss this
picture in the light of more recent experiments and other
theories.

Recently, Zorko et al.68 determined the magnitudes of Dz

and Dp based on an analysis of high-temperature ESR mea-
surements. They found the best fit was obtained for Dz

�0.08J and 
Dp
�0.01J. These values were somewhat
smaller than the estimates of Rigol and Singh,33 also based
primarily on high-temperature measurements. One possible
reason for our discrepancy with these estimates is the obser-
vation of Imai et al.20 that the OH bonds, which mediate the
superexchange between the Cu spins, freely rotate about the
Cu-Cu axis at high temperature but freeze in random orien-
tations below 50 K. While the effect of this on J would be
weak, we expect the effect on D to be more significant be-
cause the direction of D is determined by the position of this
OH group.69 Therefore, there is strong reason to suspect that
the strength of the DM interaction experienced by the system
at low T is different than the value suggested both by the
high-temperature ESR analysis and the numerical fit of the
high-temperature magnetic susceptibility.33 We emphasize
again that our estimate of D is based on low T susceptibility
data. �However, it remains to be seen if an analysis of the
low T ESR data will lead to a larger or smaller estimate for
D.�

There is another possible reason for the discrepancy with
Ref. 68. One could speculate that the ESR analysis in Ref. 68
was based on the assumption that the symmetric anisotropic
exchange could be neglected in comparison to the antisym-
metric DM interaction. While this is often a reasonable ap-
proach, given that the former term is quadratic in the spin-
orbit coupling while the latter is linear, some recent

magnetization measurements32 give reason to suspect that
the symmetric term might also be important in this material.
�The importance of accounting for such a term has been
pointed out by Shekhtman and co-workers70,71 and has re-
ceived further experimental confirmation.72� However, in the
present context, we again do not know whether accounting
for this will lead to a larger or smaller estimated value of D.

One reason to believe that our estimates may not be en-
tirely off target is the fact that in the presence of sufficiently
strong Dz, the KHAF is expected to order magnetically. For
classical spins, the presence of such a coupling, no matter
how small, would favor a long-range three-sublattice 120°
magnetic order in the x-y plane �with the chirality deter-
mined by the sign of Dz�.38 Curiously, a similar result would
appear to hold in the quantum limit if one were to adopt a
proposed algebraic spin liquid description of the KHAF.29,73

However, no signs of any magnetic ordering in herbertsmith-
ite have been observed thus far in contradiction with both the
quasiclassical picture, even after accounting for the spin-
wave corrections,74 and the algebraic spin liquid picture.

Cepas et al.67 recently studied the KHAF augmented with
DM via exact diagonalization. They found that the nonmag-
netic phase observed in the D=0 case22,23 is stable to small
DM coupling until at Dc�0.1J the system undergoes a phase
transition to a magnetically ordered phase. The value of Dz

obtained in Ref. 68 is very close to such a magnetic transi-
tion while our range of estimates puts the system deeper into
the nonmagnetic phase, making it definitely consistent with
the current lack of any experimentally observed magnetic
order or phase transition. Relevance to experiments aside,
our estimate and Ref. 67 together form a theoretically self-
consistent picture because our calculation assumes a non-
magnetic phase.

Assuming the picture of a short-range valence-bond phase
is correct, an obvious question would be: what is the nature
of the phase? It is difficult to address this question using our
formalism. As mentioned previously, the overlap expansion
will be more accurate, and hence our calculation more reli-
able, for a valence-bond crystal where the fluctuations are
weak �such as the columnar state5 on the square lattice� as
opposed to a liquid or a valence-bond solid where fluctua-
tions are strong �for example, a plaquette phase75�. Phases
based on maximizing perfect hexagons, variants of which
were suggested by Marston and Zeng,25 Nikolić and
Senthil,26 and more recently by Singh and Huse,27 are can-
didate states to which our calculations might reliably apply.
We hope the present work will rekindle interest in these and
other short-range valence-bond phases in the context of her-
bertsmithite.

A nonmagnetic alternative to the above picture is a phase
based on long-range valence bonds. As these phases are spin-
gapless by construction, the absence of a spin gap in the
experiment is explained by fiat. One issue with this approach
is the aforementioned numerical evidence suggesting the
KHAF has a spin gap. Another issue is that at least one
calculation29 of the properties of such a phase, a variant of an
algebraic spin liquid, shows the susceptibility vanishing at
low temperatures as ��T, instead of saturating. An already
mentioned recent calculation73 indicates that DM interactions
will drive this same phase into a magnetically ordered state,

TOVAR, RAMAN, AND SHTENGEL PHYSICAL REVIEW B 79, 024405 �2009�

024405-12



which has not been seen in experiment so far. A nonzero
susceptibility can, in principle, be obtained within a long-
range valence-bond picture by considering phases that break
SU�2� invariance,76 by coupling the liquid phase to
impurities,29,77 or via a state with a spinon Fermi surface.78

To conclude, we would like to reiterate or central result:
we have shown that DM interactions can account for a non-
zero value for the T=0 magnetic susceptibility in a system
dominated by short-range valence bonds at low tempera-
tures, while the magnetization remains zero. Applied to her-
bertsmithite, we find that such a picture is consistent with
experiments and our approach may be used to estimate the
strength of the DM coupling. There are, however, inconsis-
tencies in attempting to reconcile our results to the estimates
based on the high-temperature data. Clearly, further studies,
both theoretical and experimental, are needed to fully clarify

these issues. Progress on this front would contribute greatly
toward understanding this material.
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